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Abstract—Proxy caches or Redundancy Elimination (RE) sys- to the client, it passes through the boxes and is broken into
tems have been used to remove redundant bytes in WAN links. chunks. The chunks are stored on the persistent storage of
However, they come with some inherited deficiencies. Proxy each box. For each chunk, a representing fingerprint (hash)

caches provide less savings than RE systems, and RE system - .
have limitations related to speed, memory and storage ovedad. ?hat maps to the actual chunk is generated and stored in

In this paper we advocate the use of a hybrid approach, the memory (e.g. a 1KB stream can be represented by a
in which each type of cache acts as a module in a systemcollision-free 20B hash). The two boxes communicate throug
with shared memory and storage space. A static scheduler an out-of-band TCP connection such that the data are detiver
precedes the cache modules and determines what types of fiaf j, order. Since both boxes contain the same data, they are
should be forwarded to which module. We also propose several . ’
optimizations for each of the modules, such that the storage synchronlzledA second reference to a chunk WOL_'Id mean that
and memory overhead are minimized. We evaluate the proposed the encoding box would send the hash value instead of the
system by performing a trace driven emulation. Our results actual bytes [3].
indicate that a hybrid system is able to provide better savigs In RE systems, fingerprinting is performed based on the

than a proxy cache, or a standalone RE system. The hybrid L .. . . .
system requires less memory, less disk space and provides Rabin fingerprinting algorithm [7]. A sliding window moves

speed-up ratio equal to three compared to an RE system. abyte and byte, generating the fingerprints. Each one of them
is compared with a global constant to derive the boundaries

of each chunk. However, performing these steps over all of
the data may create a bottleneck in higher bandwidth links
[8]. Moreover, the hash overhead per object in proxy caches i
l. INTRODUCTION much smaller than the hash overhead per chunk in RE systems.
He exponential growth of mobile data traffic has led In this paper, we propose a hybrid redundancy elimination
service providers to implement data deduplication sygechnique. The proposed system consists of a scheduleEan R
tems. Data deduplication can remove repetitive patterns ritodule and a proxy cache module. The decision on which
traffic streams, and decrease response times for time isensinodule the byte stream should flow through is determined
applications. The most widely implemented technique iredir by the scheduler. The benefits of such an approach can be
networks were proxy caches [1]. Although proxy cachesimmarized as follows:

remove redundancy at the object level, there is a vast amount : )
of web data that is uncacheable per RFC 2616 [2]. o Fewer hash computations are performed, therefore al

X .. lowing our hybrid system to be deployed within higher
Some recent studies [3], [4], [5] have advocated the benefits bandwidth links.

of protocol-independent Redundancy Elimination techegju
(also called byte caches). They can remove redundancy at the
chunk level, which is a much smaller granularity than at the
object level. Hence even if an object or a file is partially
modified prior to being transferred for a second time, the *
unchanged parts would still benefit from the optimization.
Initially, chunks were identified inside each packet. Hoarev
in [6] the authors proposed a WAN optimization system that
removes duplicate chunks on top of the TCP layer. TCP based
chunks are bigger than packet based chunks, but smaller than
objects. The advantage of this approach is that it can if§enti
the redundant bytes even if they span over many packets.

An RE implementation requires the installation of two The remainder of our paper is organized as follows: In
middleware boxes; one closer to the server (encoder) and &etion 11, we describe the proposed system design. In@ecti

closer to the client (decoder). As data flows from the servBl, we briefly describe the emulation environment and the
dataset that has been used to validate the suggested inmpleme
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An application layer compression scheme, instead of
the standard IP packet-based RE, should lead to better
savings and storage overhead.

A reduction in the memory overhead compared to a stan-
dalone RE system. As some byte streams flow through
the proxy cache module, they do not need to be broken
in chunks and unnecessary hash generation and storage
can be avoided.

The proposed approach can be implemented on the
encoding box of a WAN optimization system without
significant architectural modifications.



B. Module Design Principles

1) Proxy Cache Moduletn the HTTP proxy cache module
a hash value of the object's URL (host name and URI), along
with some metadata, is stored in the non-volatile memory.
The object’s content is stored locally on the persisterragfe.
When an object is still valid in the proxy cache, it is retgdv
from the cache, otherwise it is fetched from the end server.
The proposed web proxy module is fully compliant with RFC
— — U Scheduler 2616 [2]. This RFC defines several rules and leaves several

N ; others open for implementation. For the latter, we follow th
S wan most recent version of Squid [9] with LRU replacement palicy
TP Comnection” However, there are some cases for which we use an optimized
approach compared to Squid.

First, since recent works [10] have indicated that several
users tend to partially download an object (e.g. watch a
small number of seconds from a video and then jump to
Il. SYSTEM DESIGN another one), we assume partial downloadingpolicy. In

We initially assume a standard architectural approach of 8f1€r words, the proxy cache only stores the portion of the
RE system [3]. The decoding box is located closer to tffPiect that has been already requested by the users (which is
access network and the encoding box closer to the senJ8f OPtimum policy in terms of cache overhead and savings).
The encoding box performs fingerprinting of the byte strearhiS is different from the default policies in Squid, in whic
indexing and lookup, and data storage. The task of d#td OPiect is cached only if am% of the object has been
reconstruction is performed at the decoding box. The pregoioWnloaded (this configurable argument in squid is called
implementation is shown in Fig. 1. In the encoding middlevarange offset limi , _ -
we assume three separate entities (a) the scheduler, (b) the€cond, in many occasions content is provided in fragments
RE cache (or chunk based cache), and (c) the proxy cacffed:- Smartphone mobile players). The range of each frag-

The memory and the persistent storage are shared amongg9t iS specified in the HTTP headers, through Renge
caching modules. Offsetfield (this technique is sometimes referredaakaptive

streaming. The client requests for a specific range, and the
A. Scheduler server replies with an HTTR06 Partial Contentresponse.
Gjnlsthese occasions, the URL of the different fragments that

The s_cheduler pr_ecedes the two caching modules, an correspond to the same file will be the same. While default
responsible to decide whether to forward the flow to thé" ™ . .
encoding RE or to the proxy cache or to send the da?gchlng policies Woulld not cache fragmented objects, our
unprocessed. The scheduler operates at multiple laydnstit E;?Xzefa?g(gntrrf;dtﬁf cl)z':c?tlg ﬁegggsﬁtt?::gczggstehae?‘g and
checks the IP header to identify the protocol. All TCP traffi quely ) ¥ '

is passed to the higher layers for further examination. %etermme redundancy based on each fragment.

For every TCP connection that uses destination port 80, WeLas_tIy, the proxy caphe mpdulg |_ncorporates wdep Opt."
mizations (such as uniquely identifying videos even if thei

look into the bytes of the TCP buffer to determine whetheyth% . ’ " S .

. >~ URLs contain user-related information), similar to the ead
contain web data. Once we have performed the appllcat|onChe Squid plugin [11]. For example, accessing Youtube
classification, we process the HTTP headers. Note that HTTR 9 piug ' pie, 9

neacers may span Ut packes ofmaybe delvere n /S 001 1 b prases ) content ooeup, 2 onten
application layer in different TCP buffer reads. By prodegs play : P P

the HTTP request headers the scheduler determines whekﬁggo?rngilregirna ;:li/sig)eng jrllaiplll;al\tl?cr;etnhtﬁ;cezrgbes; If %tutkée
the object is cacheable or not, based on RFC 2616 [2]. Al y 9 quey y y

cacheable content is directed towards the proxy cache raody deolD. In the second phase, the Youtube video contacts the

i - outube CDN to collect a copy of the video object solely
All non-cacheable content is directed towards the RE modullgentified by a 16 bytecachelD While the PC-player and

since there would be no benefit from flowing through the pro}i\%obile-player may have some differences [10], our proxy

cache module. .
For the remaining TCP and UDP traffic, the schedulc?craChe module is ablg to hand_le those. cases from Youtube and
rom several other video service providers.

dgcides if they will flow through. the RE module or they 2) RE Cache ModuleOur RE system follows th€hunk-
wil npt be proce_s_sed by the hybnd system. However, unleﬁ/?‘atch principles from [5] with some major differences. In
mentioned specifically, we will assume that the schedul

decides to send the data unprocessed. We follow this agpro J the .RE was performed on a per pac_ket basis. A Rabin
X ifgerprint [7] is generated for every substring of lengtirhe
because, for non-web traffic, the RE module could show . . i ; .
i . ase of the modular arithmetic, for generating the fingatgyi
additional savings, whereas the proxy cache would not do tha 60 >
as set t02°”, such that the collisions among hashes are

Therefore for fairness in comparison we will focus on wel .. " ' . s
: L : . minimized. When a fingerprint matches a specified constant
traffic optimization. In the last section we will show furthe

reslts on other types of traffic (hash mod v = 0), the fingerprint constitutes a boundary. In
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Fig. 1. Proposed Architectural Approach of a Hybrid Cache
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C. Memory Overhead

Fingerprint window size B
Module &Pe_rator fOrr] Chltmk boundaries g The memory overhead is the amount of bytes that need to
Inimum chunk size H
Temporal Parameters be_stored in memory. Those bytes are related to the hashes tha
Size of circular TCP buffer i point to the disk location, where the actual content is store
Chunk size L A hash of the URL along with some metadata are stored
Hash size N

in memory, and the object itself on the persistent storape. T
TABLE | index entry in Squid is 80B. An optimized indexing method-
RE CACHE MODULE CONSTANTS AND VARIABLES DEFINITION ology [12] would not change the overhead considerably.
For the RE system, the chunks are stored on the persistent
storage. For every chunk the representing hash value isdstor
our case, the fingerprint generation is performed per web db-memory. Let us assume that all chunks are very small, e.g.,
ject. One of the main advantages of this approach is the higie= 8B. A hash value of sizéV = 4B would produce 4.2
upper bounds of compression. Assuming a perfect match, thilion unique entries for 8B chunks, viz. 24TB of data on
upper bound of the packet level compression is 35/MTU, the HDD. The 4B hashes are stored in a doubly linked LRU
whereas in our approach it may reath- 3/object_size. list, for which a 2x3B virtual memory pointers (forward and

was relatively easy, since packets that contain the saraeadat Nash memory space. The chunk size, which is also stored in
usually of the same size. However, in the proposed approaBemory, is 2B; the log generation output is 1B and the disk
the RE module receives the byte stream through the T@pmMber 1B (in case a disk array is implemented). The total
socket buffer. In a naive approach, the whole object would 9¥€rhead per chunk is therefore 14B.

all_ocated in RAM, and then processed byte-by-byte. Howevg_ Transmission Overhead

this ha_s problems related to_unnecessary memory aIIocat_lor:ni_he transmission overhead is the amount of bytes that
(especially for some large objects) and the process of hgadi

o X 7 ~will be sent instead of the actual data. It is expressed in
the whole object in the socket buffer and then flngerprlntlrt% f f1h | d = le. if h
the data is serial. rms of percentages of the actual data. For example, if eac

o o ~ 60B chunk/object is encoded with a unique 6B hash, the
To tackle this issue we use an application layer circulgfansmission overhead 19% (or N/L). Therefore, we define:

buffer per TCP connection. For every application call theada Savingsas the amount of bytes the provider would not
is copied from the socket buffer to circular buffer and the transmit due to the implementation of a redundancy

fingerprints are computed over this byte stream. Assuming a elimination technique.

temporal sizeM of the circular buffer, the total number of Redundancy is the amount of bytes that a technology
fingerprints per buffer read i3/ — 8 + 1. Since the Rabin would determine as redundant

algorithm determines the fingerprints in a sliding WindovKlote that the difference between savings and redundancy is
manner, we are aware of the fingerprints from the start of tﬂqee transmission overhead
circular buffer and up t@ bytes before the end. We remove j

all processed bytes, and keep the lastl bytes in the circular Fo_r the proxy cache, once an object is found in the cache
) . . .and is fresh, it does not have be downloaded from the server.
buffer. Once a new byte stream is available for this connacti

we allocate it after the — 1 bytes and perform the fingerprintAS described above, the implemented partial downloading

. . . olicy does not add any extra overhead.
generation. Hence, the size of the circular buffer per sockE In the RE module, there are several cases in which the

connection must be at least the size of the fingerprint window :
tf}iundancy spans over more than one chunks. In our imple-

size. For faimess in comparison, we have implemented an LR entation, the encoding cache sends the location of thekchun

olicy for the RE module. All hashes are stored in RAM, ang'
tphe c>:)ntent in the persistent storage. N memory (4B are enough to map a memory of 4TB) and

also 2B that indicate the maximum matching region. Thus, the

_Finally for the RE system, we assume a minimum churifgnsmission overhead has a lower bound of 6B per chunk.
size, namelys. This is because: (a) We want to avoid very

small chunk sizes because the overhead is high. (b) Smaller IIl. I MPLEMENTATION AND DATA SET
chunks tend to contribute much less than bigger chunks inTo understand the tradeoffs of each type of cache (stan-
savings. (c) A smalled may decrease the CPU utilization aslalone web cache, standalone chunk based cache, hybrid
the modulo operations, for chunk boundary determinatiom, e&cache) we have developed an emulator for each one. The
computed only whetd. > ¢. (d) For security reasons, since aremulators read packet-level traces using lthtgpcap library
attacker can flood the RE cache with very small or very bid3] and perform TCP reassembly using thinids library
chunks. The proper selection for the value &fis shown in [14], which emulates a Linux Kernel 2.0.x IP stack. Object
section IV. reconstruction and each of the caching techniques are-devel
oped as separate libraries in C.
We captured two wireless packet traces in an aggregation

1The Rabin fingerprint determines the boundaries based oroifitent, any router of an educational institution, one in a low bandwidth
long sequence o0 would potentially generate a chunk boundary. Anothe|

potential attack is when the intruder is aware of thethen he can generate rink (Trac_e A) and one in a high baanidth link (Trace_z B)-
unnecessary fingerprints. The details of the traces are shown in Table Il. We did not




Trace A Trace B Quatratc Response Surfce Mot cuadratc Response Surtace Model
Length 11am-2pm (3h)| 7am-2pm (7h) ] o
Dates 11 Jan 2011 | 10 April 2011
Size (GB) 19GB 64GB o
Packets (Mil) 36 104
Unique IPs 651 1103 s0
TABLE Il 0
TRACE FILE DETAILS
= 100 20
E 8ot
é 60 0
é 40+
§ 20
a o
Ter ©pP IPsEe ESP GRE Fig. 3. Savings and memory overhead as a function of the ipatgmeters.
= 100
é sof |
£ eof 1 and this is attained with a memory overhead. In other
g o 1 words, for every 1TB of data in the disk, 220MB needs to be
£ stored in memory.
= o

-—
HTTP HTTPS DNS Netbios PP Other

The parameters of the statistical regression are showmbelo
and have been estimated with a squared coefficient of mailtipl

Fig. 2. correlationsR? = 0.83 and R3 = 0.92.

Protocol and application distribution of bytes ie tinaces
f1 =127 —.018 + 217y + .27386 — .001v — .002v* — .0035>

process the TCP connections, if only one half-stream agpeay = 103 — 0.038 — 2.04y — 2.056 + .01676 + 0.01v> + 0.014>

in the traces. This is important because one stream mayinonta

the HTTP request and the other the HTTP response. In FigFor presentation purposes, we have omitted the combina-

2, we showcase the protocol and application distribution tions that had minimal contribution (second most significan

the captured traces. We may observe that the majority difjit). The parameters of the polynomials provide an intieca

the generated traffic is TCP and a smaller portion of UD#f the effects of each of the system parameters to the savings

traffic. From the application analysis, we may see that HTTahd the memory overhead. Indicatively, the fingerprint gize

is the dominant application, with a small portion of HTTPShas a smaller contribution compared to the other parameters

and 15% of other types of traffic. As we will show in the and the minimum chunk siz& has the highest contribution.

following section byte caching other types of traffic may, e Hybrid Approach

provide additional savings.

In this subsection the scheduler forwards the non-cackeabl
content to the RE module and the cacheable to the proxy
caching module. This was derived from the observation that

The three main parameters of the RE module are thgs non-cacheable content can be more #B&# of the web
fingerprint sizes3, the average chunk size (which is a derivativeontent. For example, we found that the non-cacheable cbnte
of the modulo parametey) and the minimum chunk size We is 49% for trace A and37% for trace B.
have performed multiple runs of the emulator to determime th In Fig. 4, we showcase the performance of a proxy stan-
optimal combination of those parameters. We used the biggdalone system, an RE standalone system and the hybrid system
trace (Trace B), and modified the scheduler to send all dakeat we propose. Obviously the savings from an RE standalone
to the RE module (contrary to the default configuration afystem would be higher than a proxy cache system. In our
sending only the uncacheable content), such that the hightesces we find that the RE provides 33% higher savings
possible amount of data flow through the RE module. compared to a proxy cache. However, the most interesting

We estimated the savings and memory overhead usingesult is that a hybrid system provides higher savings than
Response Surface Methodology (RSM) [15]. We varied the standalone RE. Given that the RE has higher redundancy
three parameters fro®— 64 B with increments in powers of compared to the hybrid system in all traces (figure 5), we
2. f1(B,,0) represents the 3-dimensional response for tmeay conclude that the higher savings for the hybrid system is
savings andf>(3,, d) the corresponding one for the memonan artifact of the lower transmission overhead to encode and
overhead. Their responses are shown on Fig. 3. Note thatin giend the chunks to the decoding side.
graphs, the red values (higher) are better for the savings an An additional advantage of the hybrid system is shown in
the blue values (lower) are better for the memory overhead. \tthe memory overhead graph of figure 6. We can see that the
can observe that the vectds,~,d} = {8,32,32} provides memory overhead for the RE system ranges frdm- 22%.
the best savings, and the smallest memory overheag.zA The hybrid system though requires half or one third of the
32B would produce chunk size of average length around 64Bilemory compared to a standalone RE implementation.

For the rest of the results we are going to use these valuesThe final micro-benchmark that we performed is based on
The best savings for web data using an RE modul2lf the bandwidth that the system can support, or else the amount

IV. RESULTS
A. Optimal Parameter Selection
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Fig. 5. Redundancy for proxy cache standalone, RE stanelaaod hybrid
system. Fig. 7. CPU throughput for an RE standalone and the hybritesys

of time that the RE module requires to process the web dag@sk capacity of 1GB and another one with 10GB. The two
We used a 16-core Intel Xeon X5560 with CPU 2.8GHz anginulations are plotted in Fig. 8a and 8b. Note that the x-axis
16GB of RAM on a 64bit Linux OS. By using the GNUrepresents the amount of bytes allocated to each module, in
profiler gprof [16], we isolated the cumulative time per tracehe format{RE module size - Proxy module sizeThose two
to perform the chunk based RE functions. These functions agures depict two things: (A) They showcase the percentage
related to hash generation and fingerprinting. We obsehad tof disk space allocation for each functionality in order &t g
these functions consume almadgi’% of the CPU time, and the optimal savings. This is important as the memory and disk
the majority of the time was spent for generating the Rabipace are shared entities. (B) They present the difference i
fingerprints ¢-2.31 msec/call). the savings between a proxy cache standalone system and a
By dividing the bytes that would flow from each modulehybrid system (red and blue line). This is because the saving
with the cumulative time spend to process the data, we cowtlthe proxy cache module do not change when implemented
derive the bandwidth of the system. Figure 7 indicates thgé part of the hybrid system.
hybrid approach can support up to 1.5 Gbps, viz. a 3x speedufTherefore, from Fig. 8a, we may observe that the maximum
compared to an RE only module. This speedup comes frgfflainable savings, for the 1GB hybrid system, a6%.
the fact that the RE module in the hybrid case needs to procgggereas for the 10GB hybrid system the maximum attainable
much less traffic (only the non-cacheable portion), whetig@s savings are22%. Since an infinite sized cacheprovides
RE standalone cache needs to process all web data. Sin%\ﬂ.ngs close t@2%, we may conclude the total Storage space
hybrid cache can have higher or close to the RE standalagtea hybrid system needs to be 10GB. Fig. 8a and 8b present
savings such a speedup is highly beneficial. Note that the hagmilar savings for the RE module. This indicates that the
computation for the proxy cache is minimal, thus it is NORE module has diminishing returns only after 400MB have
shown on Fig. 7. been used. Given that the non-cacheable content in theitrace
Finally, we need to point that this speedup does not incluguch bigger, we may conclude that a 400MB allocated to the
the disk 1/O operations. Since newer disks can support cloRg module would be enough to provide the optimal savings.
to Gbps of throughput, an RE only system would potentiallxpparently the decrease in the savings for the hybrid system
create a CPU bottleneck, which the hybrid cache resolves.yith size 1GB, compared to the one with 10GB space, is an

C. Finite Sized Cache System artifact of the proxy cache. Hence the proxy cache module

In this subsection we used our bigg§5t trace (Trace B)- Wefinite size cache is a cache whose storage space is higherthiie size
performed two emulations of the hybrid system, one with d@ the trace, therefore no content replacing is taking place



30
—O6—RE module

—t+— Proxy Module
—— Total System Savings

o
=3
T

Savings(20)

—
o
T
I

G & o a
© © O &)

0 1 1 1 1
0.8-0.2 0.6-04 04-0.6 02-08

Percentagewise allocation (GB)
a

01

30

o
(=3
T
I

+ n +
+ +

—O—RE module

V. CONCLUSION

In this work we proposed and emulated a redundancy
elimination system that uses both object and chunk based
deduplication techniques. Each of those techniques, if run
independently, have significant drawbacks. For example, a
proxy cache does not process uncacheable content and de-
termines redundancy at the object level; therefore it effer
limited savings. The RE cache determines redundancy at a
smaller granularity, but has resource limitations such@age
overhead and CPU processing.

The proposedybrid system incorporates both those tech-
nigues into an in-the-box solution with a static scheduléae
scheduler forwards uncacheable content to the RE module,
which performs chunk based caching on a per object basis.
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The proxy cache module is able to handle partial content
and optimized video service delivery related to smartphone
devices. We showcase that the system provides two times more
savings than a standalone proxy cache, and better saviags th
a standalone RE system. It requires three times less memory

storage, and provides a speedup equal to 3 compared to an RE
only approach.

Fig. 8. Disk Capacity Allocation for each module for an 1GB ¢ad 10GB
(b) hybrid system (RE module size - Proxy module size)

[1]
needs to be at least 10GB to get the maximum savings. This
shows that the RE module requires onl¥% of additional [
storage space to provide an increase&¥ in the savings.

We also modified the scheduler to send all web data tg]
the RE module (emulating again an RE standalone system|
We observed a difference 8% between a 1GB and 10GB
disk storage. This indicates that the reason that only 400MR;
of RE module are required in the hybrid system is because
the non-cacheable content is not as repetitive as the dalehea
content. Non-cacheable content tends to include userfapeci
information, which may not be the same across differentauser|s]

D. Addition Savings and Future Work Y

In Section 11-B2 we proposed an RE module with a sin{g]
gle circular application level buffer. Nonetheless, we éav
observed thatl6% — 20% of the traffic is UDP. Therefore, [9]
we implemented an additional static buffering approachhwif10]
a capacity equal to the maximum MTU (at least 9KB to
fit Jumbo frames). The scheduler was modified to forwafgl]
UDP traffic to this static sized buffer, such that the RE2]
operations can be performed on a per packet basis in this
buffer. Effectively, the modified system is able to perfoime t [13
RE module functionalities on a per TCP connection basis and]
on a per packet basis. Our results indicate that a dualadffe
system will add2% in savings for trace A and.6% in trace [15]
B. The difference in the savings between the hybrid cache anel
the proxy cache would now increase 16%.

Finally, we need to note that such an additional application
buffering may potentially create other issues, which regui
further investigation, e.g. processing encrypted/SSffictaVe
plan to extend our emulator to a prototype and identify ferth
challenges.
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